#In Linux Ubuntu, to import an MS Excel spreadsheet (in the proper format)(.xls) it needs to be saved into a .csv file for upload and simply save the file as a Text csv (.csv) file making sure to separate the fields with a {Tab}.  Then (with the quotation marks consistent w/ R) use either the command 

> retn <- read.table ("/home/astarnes/Desktop/Limfinidad.csv",header=T);

OR 

> retn <- read.csv ("/home/astarnes/Desktop/Limfinidad.csv",header=T);

# The data should appear in R in this form.

> retn;

 
Rtd
ACT

HSGPA
Gender 
Race

1    
1 
23.0   

3.1   

1    

1

2    
1 
24.5   

2.8      

1    

0

3    
1 
29.0   

3.7      

1    

0

4    
0 
17.0   

2.6      

0    

1

5    
1 
19.0   

3.3      

1    

0

6    
0 
20.0   

2.5      

0    

0

7    
0 
16.0   

2.5      

1    

1

8    
1 
22.0   

2.3      

1    

1

9    
1 
31.0   

4.0      

1    

0

10   
1 
35.0   

3.6      

0    

0

11   
0 
20.0   

2.9      

0    

1

12   
1 
19.0   

3.1      

0    

0

13   
0 
22.0   

2.5      

1    

1

#Now that we have the data uploaded it's time to carry out quantal regression.  This is done using the command given below.  The term “binomial” tells R to run the Logit model (quantal regression).  Note that the dependent variable MUST be a BI rv.

> glm(retn$Rtd ~ retn$HSGPA + retn$Race, family = binomial);

#The following output is obtained and give coefficient estimates for b0, b1 and b2 where the model is given by pi = probability = 1/(1 + e^-(b0 + b1HSGPA + b2Religion) + ei, with yi ~ BE(pi), and ei = yi-pi.

CCall:  glm(formula = retn$Rtd ~ retn$HSGPA + retn$Race, family = binomial) 

Coefficients:

(Intercept)
retn$HSGPA
retn$Race  

-9.349        
3.694       
-1.263  

Degrees of Freedom: 12
Total (i.e. Null);  10 Residual

Null Deviance:  17.32 

Residual Deviance: 10.51 
AIC: 16.51 

> 

#Now that we have the desired output we can determine retention probabilities for students with varying characteristics.  We'll form vectors for each student and for the parameter estimates given above and get the probabilities using the following commands (note the multiplication of matrices).

> Parv <- c(1.263, 0, -3.694, 0);

> rtv <- c(1, 1, 3.4, 24);

> rtnp <- 1/(1 + exp(1 + t(rtv) %*% Parv));

#The following output is obtained indicated that the student has a very strong chance of being retained.

> rtnp;

          [,1]

[1,] 0.9999905

> 

